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In this paper, we extensively evaluated large language models’ capability of extract
event arguments with multiple document inputs. Given a document pair with an
annotated event trigger and a well-documented ontology (FrameNet in our case), we
tested two proprietary large language models using zero-shot and few-shot prompt-
ing and evaluated the results using CEAF-RME family of metrics. To further explore
LLMs’ event understanding ability, we implemented several matching algorithms to
map the LLM outputs to exact spans in the documents, which led to better extraction
results across all metrics. The results suggest that large language models have
modest ability to understand events, but applying post-processing methods makes
the outputs useful for preliminary event extraction.1
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1. Introduction

Events can be seen as entities represented by a list of arguments. In a docu-
ment that describes a specific event, the event can be filled with specific spans
in the document corresponding to each argument in order to be evaluated
linguistically. In this sense, we consider a structured representation of events
a list of arguments filled by specific spans from one or more documents that
contains information related to the event.

Event argument extraction (EAE) is a critical subtask of information
extraction (IE) in natural language processing. Events are one of the key to
human language understanding. Understanding events is a complex pro-
cess with various applications in downstream tasks such as summarization,
recommendation, and knowledge graph construction, etc. (Wang et al. 2023;
Li et al. 2024). There are various variants that are belongs to the family of
EAE tasks, with each having its unique settings, including inputs, outputs,
and the models that it implements on. Among these variants, Document-
Level EAE is the most relevant to our task, Cross-Document Event Argument
Extraction.

1.1 Document-Level Event Argument Extraction

The research on machine event argument extraction started out in the 90s
with the development of MUC (Message Understanding Conference) series
of datasets, where event argument extraction was seen as a template filling
tasks, which is a subtask for obtaining predicate argument structures (Gr-
ishman and Sundheim 1996). The idea of event argument extraction was
first introduced as a task in 2005 when ACE dataset (Doddington et al.
2004) was first published. ACE, or Automatic Content Extraction dataset
defines four tasks related to event extraction, namely, entity recognition,
relation recognition, event extraction (detection and characterization), and
multimodal extraction. Events were presented by the roles and the entities
detected in documents, and the corpus largely consists of news reports and
broadcast transcripts.

It was not until 2018 where the idea of retrieving arguments from
documents was introduced to the information retrieval scene (Hamborg
et al. 2018). Since some domains like news and financial reports are rich in
event-related information, many studies put more focus on domain specific
document-level event argument extraction (Hamborg, Breitinger, and Gipp
2019; Zheng et al. 2019).

It’s worth mentioning that multiple datasets were also constructed for
this specific task. SemEval-2010 (Ruppenhofer et al. 2010) is the first dataset
that addresses this task in a SRL fashion. It uses both FrameNet ontology
and PropBank ontology to represent the structures of events. What is more
important is that it presents document-level EAE as the combination of
semantic role labeling and co-reference resolution, which influenced many
following studies. Another similar dataset is RAMS (Ebner et al. 2019), or
Role Across Multiple Sentences. RAMS adopted the event ontology from
The DARPA Active Interpretation of Disparate Alternatives (AIDA) program
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which covers 139 event types in total. The data source is around 12000 news
articles linked to Reddit’s r/politics sub. What’s interesting is that the authors
presented the annotators with multiple sentences around the event trigger
for annotating the argument spans. RAMS can be seen as the precursor of
FAMuS, which is the dataset that we used in this paper.

Powerful Neural Network models allow document-level extraction to be
explored more effectively. Around 2020, some new datasets for document-
level event extraction were created. WikiEvents (Li, Ji, and Han 2021a) is a
dataset that consists of Wikipedia event entry linked news articles. They used
KAIROS ontology to represent event structurally, which is a more diversified
ontology than what ACE has. Another relevant dataset is DocEE (Tong et al.
2022). The data in DocEE looks similar to the data in RAMS, and it has
more than 25000 documents with 356 argument types in total. However, it
was built purely on news reports, with an event ontology that is specifically
catered to this domain.

From 2020 onwards, this task was generally be conceptualized into four
types of problems:

1.1.1 Semantic Labeling Extraction. Since event-related information is usu-
ally related to the semantic roles, there are various systems that see EAE tasks
as semantic role labeling tasks. Earliest work includes sequence labeling
using recurrent neural networks (Nguyen, Cho, and Grishman 2016; Chen
et al. 2018). With the emergence of powerful language models like BERT and
RoBERTa, some studies also utilize the encoding from these models to push
the performance even further (Xu et al. 2022; Yang et al. 2023).

The study most relevant to this paper is LOME (Xia et al. 2021), or Large
Ontology Multilingual Extraction. LOME is a system designed to use the
FrameNet parser as the base for event-centric information extraction. The
FrameNet parser will label a pool of candidate spans as the base for the
following parts of the pipeline, then, they use different kinds of models to
handle entity co-reference resolution, fine-grained event-typing, and tem-
poral relation extraction. The system can detect and extract multiple events
from a document, which is different from our task, where the system needs
to extract a singular event from multiple sources. Nevertheless, it was used
in part of this paper, which would be discussed in Section 4.

1.1.2 Question Answering Extraction. Some studies proposed question an-
swering based extraction. The question answering approach is a direct ram-
ification from the 5W1H model for EE. For example, Du and Cardie (2021)
proposed a framework for EE based on BERT QA and question templates.
Ma et al. (2023) found that LLMs are generally inferior to fine-tuned infor-
mation extraction small language models because of their over-confidence
produces false-positive predictions, but by prompting them with multiple
choice questions, they can solve hard labeling problems for EAE tasks.
More recently, Chen et al. (2024) evaluated whether the question answer-
ing paradigm could be directly applied to LLMs and found significant gap
between fine-tuned models and LLM in terms of EE tasks.

1.1.3 Span Selection Extraction. Some treat document-level EAE as a span
selecting task. Zhang et al. (2020) decomposed an EAE task into two sub-
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tasks, a token-pairwise dependency-parsing problem for detecting the head
of an argument and a boundary classification task for expanding the head
into a span. PAIE (Ma et al. 2022) is a prompt based system that used a
BART model to simultaneously extract argument spans from the context.
Wei et al. (2021) also proposed a framework that uses frame-aware reasoning
and knowledge distillation to improve implicit event argument extraction by
leveraging related arguments within an event.

1.1.4 Generation Extraction. More recently some studies used generation
based approach. Li, Ji, and Han (2021b) used a seq2seq model that generates
arguments by conditioning on both an unfilled template and the document
context, enabling cross-sentence reasoning without relying on entity recog-
nition or co-reference resolution, making it adaptable to new event types
via zero-shot learning. Du, Li, and Ji (2022) used BART generates argument
spans by filling in predefined templates corresponding to the event type.
It was further enhanced by a constrained decoding stage, which applies
knowledge-based rules to ensure that certain entities are not assigned con-
flicting roles across different events within the same document.

Moreover, some studies also adopted retrieval augmented generation in
their pipeline. Ren et al. (2023) developed an EE system that first retrieves
top-k semantically relevant examples based on document context or event
schema, then augments the event argument extraction process by generating
pseudo-demonstrations sampled from continuous event semantic regions,
using a T5 encoder-decoder model to generate final predictions. Liu et al.
(2024) proposed a pipeline where the model pre-loads all candidate event
frames into a compressive memory and dynamically retrieves relevant in-
formation based on the input query, filters out irrelevant data, and uses this
refined information to predict event argument roles.

1.2 Cross-Document Event Extraction

Cross-document event extraction was first proposed in Ji and Grishman
(2008)’s paper. The idea is that since each verb can have multiple senses in
a corpus, to determine the sense of an event trigger (usually a verb) within
a set of documents related to the test document, we need to infer it from
the related documents. Applying the same rationale to the arguments, they
proposed that for a specific event, each entity only plays one role in a col-
lection of documents related by a single event type. They also built a system
based on sentence-level event extraction, which is a common approach to
document-level extraction at that time.

Similar research has also been conducted extensively on ACE dataset (Ji
et al. 2009; Hong et al. 2011; Yang and Mitchell 2016). However, ACE was
not built for cross-document event extraction, and since even document-
level event extraction is a challenging task, there are not many datasets
built for this task until recently, especially since the results can be harvested
from document-level EAE, most studies mainly focus on entity co-reference
resolution instead of end-to-end extraction.

Most recently, there are some datasets built specifically for cross-
document EAE. CLES (Gao et al. 2024) is a dataset that also utilizes the
linked document structure of Wikipedia articles. Despite the sheer amount of
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documents it contains, the dataset only has 9 event types, and for each event
the average number of roles is less than 3, which indicates that the ontology
they used (which is OmniEvent (Peng et al. 2023)) is relatively coarse.

FAMuS (Vashishtha et al. 2023), or Frame Across Multiple Sources, is a
dataset that used FrameNet ontology (Baker, Fillmore, and Lowe 1998) for
the annotation of structured event representations in a collection of report-
source document pairs in which both document contain information about
the event detected in the report document. It is unique in that FrameNet
is a comprehensive ontology that provides detailed list of roles for many
abstract events. So essentially it differs from the other datasets like DocEE
and WikiEvents because it puts more focus on the predicate instead of the
topic, which is a more linguistically informed design choice, and makes it
suitable for evaluating language models event understanding on different
perspective.

1.3 Key questions

Following these studies, we believe that cross-document EAE task is still an
under-tapped field for LLM evaluation, and examining whether LLMs have
the capability to perfect this task has substantial implications for our under-
standing of LLMs’ event understanding abilities and extraction abilities. We
have three key questions for this study:r Do LLMs have the ability to understand events in complex

documents like humans do?r Can LLMs extract event arguments from multiple sources
accurately and truthfully? If they can’t, what is the cause of
their errors?r If LLMs have the abilities to understand events, as shown in
many extremely hard benchmarks, can we resort to extrinsic
methods to realize their potential in precise event extraction?

2. Task Definition

Since there are two tasks involved in this paper, we define them separately
as follows:r Report-Only EAE: Given a document D, and event trigger e

which is a span from D, the pipeline would retrieve an event
type Ei from an underlying ontology corresponding to e. In
each Ei, there would be a set of roles:

{
r
(i)
1 , r

(i)
2 , . . . , r

(i)
N

}
. A

document would be divided into various spans in a set S. For
every ei in a D, the pipeline returns a collection of key-value
pairs, each with a role r

(i)
j from Ei and its corresponding span

s ∈ S.r Cross-Document EAE: Given a source document D, a report
document R, and event trigger e which is a span from R, the
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system should retrieve an event type Ei from an underlying
ontology corresponding to e. In each Ei, there would be a set of
roles:

{
r
(i)
1 , r

(i)
2 , . . . , r

(i)
N

}
. A set S of spans from the source

document D would be generated by a span-finding module.
For every ei in a D, the system returns a collection of key-value
pairs, each with a role r

(i)
j from Ei and its corresponding span

s ∈ S.
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3. EAE Metrics

Event argument extraction has always been a challenging task for evaluation
due to the fuzzy nature of the ground truth, i.e., different systems have dif-
ferent standards on what should be included in the gold spans (or mentions)
and how spans should be organized for each role (or entity). There are vari-
ous types of metrics used in different studies on EAE tasks. At the beginning
of EAE studies, MUC and ACE were the norm for this subfield, and the
metrics were relatively simple. A correctly extracted argument should match
the event type, offsets, and role in the event match the reference argument
mention (see Ji and Grishman (2008), Hong et al. (2011), Li, Ji, and Huang
(2013)). However, this kind of evaluation could only work with ACE dataset,
and it does not work effectively when there are complex roles for a specific
event.

Other popular metrics include Arg-I, Arg-C, MUC (Vilain et al. 1995),
B3(Bagga and Baldwin 1998), and CEAF(Luo 2005). Arg-I and Arg-C essen-
tially treats an EAE task as the combination of an argument identification
task and an argument classification task. Arg-I takes in the start and end
indices of a span and the event type, while Arg-C also takes the role type to
see whether the span match the role type. There is also a variant that takes
in the event trigger to ensure they are evaluating the same event (Huang
et al. 2023). They might seem straight forward, but they are dependent on the
system structure and annotation schema. Moreover, they punish too much
on misaligned boundaries and do not take multiple occurrences of the same
entity into consideration.

MUC metrics evaluate co-reference resolution by measuring how well
a system identifies entities and their mentions across a text. It is "entity-
based", so the recall and precision are both based on whether there are
common mentions in the reference entities and predicted entities. There are
two major problems with MUC, it is not discriminative enough due to its
"entity-based" nature, and it favors over-merged entities with wrongfully
clustered mentions (Moosavi and Strube 2016). To solve these problems,
Bagga and Baldwin (1998) developed B3 metrics. B3, unlike MUC metrics, is
mention-based, so the precision and recall are based on how mentions from
the reference and system predictions in each entity are aligned. B3 is more
discriminative than MUC and also eliminates MUC’s preference over overly
merged entities, but it also suffers from some pitfalls. It does not take into
conflated mentions (co-reference) into consideration, and returns counter-
intuitive results for edge cases (Luo 2005).

These two metrics inspired CEAF family of metrics, which is the fam-
ily of metrics used in FAMuS. CEAF, or Constrained-entity alignment F-
measure, was first introduced as a mention-based co-reference resolution
metric. It measures the alignment between reference entities and predicted
entities. More specifically, it takes a list of reference entities R, which includes
all the mentions for each entity, a list of system predicted entities S, and
an arbitrary similarity score function that takes in two entities. By using
the Kuhn-Munkres algorithm (Kuhn 2010), it maximizes the total similarity
between pairs entities in terms of the mentions. By adopting this bi-partite
matching algorithm, it solves the co-reference conflation problem in B3.
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Since we need our results to be comparable to the results in the original
FAMuS paper, we adopted CEAF as well. To make our results more explain-
able, the definitions of the metrics are introduced in the following passages.

Let Rm be a subset of R with size m and Sm be a subset of S with size m.
to find the maximum similarity score, this problem essentially could be seen
as a problem of finding the optimum match between Rm and Sm. Thus, let
Gm be a set containing all the possible maps that map each element of Rm to
Sm, and ϕ(R,S) be the similarity measure. The algorithm could be described
in the following equation:

g∗ = argmax
g∈Gm

∑
R∈Rm

ϕ(R, g(R)) (1)

let Φ(g∗) denote the total simiarity score of the optimum map g∗, the
precision, recall, and F-1 measure can be defined as follows:

P =
Φ(g∗)∑

i ϕ(Si, Si)
(2)

R =
Φ(g∗)∑

i ϕ(Ri, Ri)
(3)

F1 =
2PR

P +R
(4)

The precision measures if the system is over generating mentions. If
the system output too many mentions for each role, the denominator will
increase, and the overall precision will decrease. The recall measures if the
system generates enough mentions for each entity. If the system neglects
some of the mentions, the Φ(g∗) will decrease, lowering the recall.

CEAF-REE, used in Du, Rush, and Cardie (2021)’s paper, is the imple-
mentation for role-filler argument extraction, hence the name REE. To fit the
EAE task, they changed the similarity measure ϕ(R,S) so that the it puts
more focus on the one on one matching between system extracted spans and
reference spans. In Chen et al. (2023)’s paper, they argued that said similarity
measure is too harsh on models that outputs partially incorrect mentions.
Thus, they replaced the measure with ϕ(R,S) = |R ∩ S|, and named it CEAF-
RMEϕ3 after Luo’s paper, which would be used in the original FAMuS paper
as one of the metrics. The other metric used in that paper is CEAF-RMEα,
which is another variant of CEAF score in which the similarity measure
was replaced with normalized editing distance. This alteration essentially
loosened the standard for matching even further, allowing more leniency on
the match between reference spans and predictions.
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4. FAMuS and FrameNet

FAMuS, as mentioned in Section 1, is a novel dataset that tackles two
tasks innate to Information Retrieval from multiple-document, namely, the
source identification task and cross-document event argument extraction
task. FAMuS was built on top of MegaWika (Barham et al. 2023), which
is a multilingual dataset that leverages the data structure of a Wikipedia
excerpt and a link in the citation of that excerpt to another article to gather
a large collection of these document pairs, where each pair of documents
includes some information about the same event. In other words, in each
of the document pairs, the Wikipedia excerpt presents a brief description of
a specific event, but the information of said event is scattered in both of the
documents. To follow suit, we use report to denote the Wikipedia excerpt and
source the linked article.

To structurally extract the event arguments from MegaWika instances, a
robust yet comprehensive ontology is necessary to encompass the incredibly
diverse events in the dataset. FrameNet is a dataset that contains more than
1,000 event types and detailed event definition, list of core roles, and exam-
ple annotation of documents for each event types. FAMuS uses the event
definition and event core roles from FrameNet to prompt the annotators.
Meanwhile, since not all such pairs in MegaWika de facto contains infor-
mation on the same event, FAMuS used LOME FrameNet parser to detect
events, as we’ve discussed in Section 1. By oversampling document pairs
with detected events, 5 examples for each of the 253 event types was ensured
after the human annotation. After identifying the documents that contain
information about the same event, the cross-document event argument ex-
traction (CDAE) annotation was collected via Amazon Mechanical Turk. De-
spite the fact that the CDAE annotations were not validated with redundant
annotations, the inter-annotator agreement is relatively high, which indicates
decent annotation quality.

More specifically, FAMuS not only includes CDAE annotations, but also
the detected events and entities predictions from LOME. So for each report-
source document pairs, there would be the annotated spans in both docu-
ments, a list of spans for each document that represent entities, and a list of
detected events. The list of entities would be crucial for the post-processing
with will be discussed in section 6.

In terms of the statistics of FAMuS, it contains 253 distinct event types
defined in FrameNet in total, presenting different. For each event type, there
are 5 unique report-source document pairs, three of them allocated in the
train split, the other two are assigned to the dev and test split.
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5. Prompting LLMs

To test the state-of-the-art performance of LLMs on CDAE tasks, we used
two powerful proprietary LLMs: GPT4-o and Claude 3.5 Sonnet. GPT-4o, re-
leased in May 2024, is one of OpenAI’s endeavors towards multimodal, mul-
tilingual capabilities. It has exhibited performances on par with GPT-4 across
many extremely complex intelligence tasks without being prohibitively ex-
pensive like the other available models in their lineup (Hurst et al. 2024).
Claude 3.5 Sonnet, being Anthropic’s counterpart, also shows performances
on par with, if not, better than GPT-4o across every mainstream metrics used
to evaluate large language models, such as MMLU, DROP, and Big-Bench
Hard (Anthropic 2024). Since model comparison is not the main concern of
this study, we only compared the models in this stage to choose the better
one to work with.

5.1 Setting up LLMs

To prompt LLMs to extract event arguments, there are a few variables that
need to be settled in order to get a more representative performance. Due
to the budget limit of this study, we only conducted studies on prompting
strategies and different temperature settings.

5.1.1 Generating prompts. Prompting has been one of the most important
part of deploying large language models in all kinds of systems. Prompt
engineering, i.e., explore different prompts to yield better results from LLMs
has been proven by many cases to help with exploiting LLMs’ latent capabili-
ties (Brown et al. 2020; ?; White et al. 2023). There are various commonly used
strategies, such as few-shot prompting, Prompt chaining, Chain-of-thought
prompting. Since there are signs showing that large language models’ per-
formance deteriorates over the length of inputs (Li et al. 2023; Levy, Jacoby,
and Goldberg 2024; Hsieh et al. 2024), and the average number of tokens in
source documents can reach 1000, we believe that few-shot prompting is the
only technique that offsets the deficit brought by the increase of input length.

The process of building a prompt is trifold. We adopted a slighted modi-
fied system prompt from FAMuS to ensure a better chance of replicating the
results. As mentioned in section 4, we only conducted experiments on the
test split in the FAMuS dataset, and three splits share the same set of event
types. Thus, we utilized the examples in the train split to fill out the few-
shot prompts, which consist of three examples per prompt with regard to
each event type. For each example being filled in the one prompt, we extract
the event type, event definition, and a list of roles from FrameNet using
nltk, and then the report and document slots would be filled by the example
with respect to the task (report-only or cross-document). Last but not least,
when using few-shot prompting, the annotations for each role form FAMuS
would be used to fill out the answer slot in the demonstrative examples. The
prompts used can be found in Appendix 8.2.

5.1.2 Adjusting the temperature. Temperature is a variable used in the Soft-
max activation function in the output layer of the model, which can be shown
in the following equation:
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Softmax(x)i =
exi/T∑N
j exj/T

(5)

As the temperature (denoted by T ) rises, the distribution of Softmax
across all candidates would become more even, which means that more un-
expected outcomes would be generated. In order words, the model becomes
more rigid and deterministic when the temperature decreases. Thus, one
would assume that it would be best to set temperature to 0. However, the
outputs being more rigid and deterministic does not necessarily entail better
performance on extraction, since the outputs are still largely dependent on
the data the model was trained on. Previous works show no conclusive
evidence suggesting setting temperature to 0 would be the best practice (Goel
et al. 2023; Vashishtha et al. 2023; Dagdelen et al. 2024; Wei, Gautam, and
Huang 2024). Thus, we conducted experiments on three different tempera-
tures, 0, 0.4, and 0.7 to test out the best setting for this study and build the
following experiment on top of it.

5.1.3 Interim results. For this preliminary experiment, we conducted the first
experiment by manipulating four variables: model, task, prompt strategy,
and temperature. Table 1 and Table 2 each represents the results in two
task settings (Report-Only extraction, Cross-Document extraction) from two
models using the metrics introduced in section 3.

From the two tables we can see that temperature has little effects on
the EAE task performance in general for both models. The differences are
negligible, and with manual examination, we believe these fluctuations were
caused by some of the deprecated extractions where models failed to output
the predictions in the instructed format (the model answering the prompt
with redundant sentences and forgot to output the extracted spans), which
means they do not necessary suggest models’ understanding of events are
affected by temperature.

Noticeably, while few-shot prompting increases model’s performance in
the Report-Only setting, it is not necessarily beneficial to the cross-document
EAE task for both models. This could be the result from lengthy prompts in
this specific setting since the average token length of the source document
is over 1000, so the three examples plus the actual prompt would add up
to more than 4000 tokens in the prompt, which could lead to difficulties for
model to retrieve spans correctly.

The most important trend in all the results is that the recall is significantly
higher than precision, and CEAF-RMEϕα scores are always higher than
CEAF-RMEϕ3 scores, both indicating that the models have some degree of
understanding of the events, but cannot extract the spans precisely. Thus, we
adopted 0.7 as the default setting for all the other experiments in this study
to investigate whether adding extrinsic methods to the pipeline can bring out
the true potential of LLMs for our task.

Some other findings in this experiment also gave us insights on what
to choose for the experiments ahead. First, Claude 3.5’s overall performance
is slightly better than GPT-4o. By examining the outputs from both models,
we also observed that Claude 3.5 Sonnet tend to stick to the format given
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Table 1: Performance Metrics for Report-Only

(a) Zero-Shot Prompting

Model Temp CEAF-RMEϕ3 CEAF-RMEϕα

P R F1 P R F1

GPT-4o 0.0 18.00 32.55 23.18 30.59 55.32 39.40
0.4 17.39 31.45 22.40 30.56 55.26 39.35
0.7 17.54 31.72 22.59 31.01 56.08 39.94

Claude 3.5 Sonnet 0.0 18.99 34.34 24.46 32.87 59.43 42.33
0.4 18.99 34.34 24.46 32.74 59.20 42.16
0.7 20.29 36.69 26.13 32.74 59.20 42.16

(b) Few-Shot Prompting

Model Temp CEAF-RMEϕ3 CEAF-RMEϕα

P R F1 P R F1

GPT-4o 0.0 21.05 38.07 27.11 31.70 57.32 40.82
0.4 20.75 37.52 26.72 31.81 57.53 40.97
0.7 20.75 37.52 26.72 32.28 58.37 41.57

Claude 3.5 Sonnet 0.0 22.73 41.10 29.27 33.88 61.26 43.63
0.4 23.11 41.79 29.76 34.29 62.01 44.16
0.7 22.58 40.83 29.08 33.34 60.29 42.94

by the prompt better than GPT-4o. On the other hand, the recall scores are
significantly better than precision for all trials, and the recall scores are even
higher than some of the performances shown in the original FAMuS paper.
This indicates that the models have a general understanding of the events,
but are unable to extract the spans precisely. The prevailing low precision
scores also validate this observation. By examining the outputs closely and
comparing them to the annotations, we found that models tend to extract
longer spans, to which the metrics that we are using are very sensitive, since
they are comparing the similarity between strings in one way or another.

Thus, all the following experiments would be done with Claude 3.5
Sonnet with the temperature set to 0.7, but the two prompt settings are still
being controlled since there could be many out-of-distribution cases where
event types does not the corresponding document pairs in the training set
for few-shot prompting.

12
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Table 2: Performance Metrics for Cross-Document

(a) Zero-Shot Prompting

Model Temp CEAF-RMEϕ3 CEAF-RMEϕα

P R F1 P R F1

GPT-4o 0.0 12.89 19.45 15.50 28.49 42.99 34.27
0.4 12.89 19.45 15.50 28.64 43.21 34.45
0.7 13.58 20.48 16.33 29.37 44.30 35.32

Claude 3.5 Sonnet 0.0 15.33 23.13 18.44 32.62 49.22 39.24
0.4 14.49 21.86 17.43 32.05 48.35 38.55
0.7 13.88 20.94 16.70 28.74 43.36 34.57

(b) Few-Shot Prompting

Model Temp CEAF-RMEϕ3 CEAF-RMEϕα

P R F1 P R F1

GPT-4o 0.0 12.81 19.33 15.41 27.80 41.94 33.44
0.4 13.12 19.79 15.78 28.03 42.29 33.71
0.7 11.52 17.38 13.85 26.53 40.02 31.91

Claude 3.5 Sonnet 0.0 13.58 20.48 16.33 29.71 44.83 35.74
0.4 13.73 20.71 16.51 29.35 44.28 35.31
0.7 14.34 21.63 17.25 29.36 44.30 35.31

6. Post-processing LLM outputs

The high precision, low recall results from the experiment on models and
temperature differences leads to another question. Since LLMs generally
output too much for precise EAE, and that they tend to not use the exact
words in the documents, a mapping from model outputs to actual spans in
the documents could be used to ameliorate this problem. To match the output
spans with actual spans in the documents, the map should be a function that
takes in a pool of candidate spans, a predicted span, and output one span
from the document for one specific argument. If we see documents as a list of
tokens, a document with m tokens would have m(m−1)

2 spans for the system
to match. Thus, using algorithms to conduct efficient matching, or create a
smaller pool of candidate spans is necessary for efficient EAE. In this study,
we use two methods to post-process the raw outputs from LLMs to achieve
better performances on EAE task. Namely, they are Literal Match with Smith-
Waterman algorithm and Cross-Encoder Ranking with a cross-encoder model.

13
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6.1 Literal Match

Literal match takes documents as a list of tokens and a predicted span as a list
of tokens to align the predicted span with the most similar sublist in the list
of tokens from the document and output the index of the sublist. There are
many ways to achieve this, but we chose Smith-Waterman algorithm for its
efficiency, and its fit for the constraints of our case. In our task, the documents
can be very lengthy, but the spans can be extremely short, so algorithms that
utilize token frequency are not necessary suitable for the purpose since some
of the words can be in multiple spans across the entire document. Smith-
Waterman algorithm (Smith and Waterman 1981), which is essentially a local
sequence alignment algorithm, is a good choice for the task since it can
handle the situation where one input sequence is significantly shorter than
the other. And the algorithm itself is also parameterized by three parameters
(Namely, the match reward, the mismatch penalty, and gap penalty) to allow
fuzzy matching, so even if some tokens in the predicted span do not align
with the overall span in the document, they can still be matched.

We used difflib’s SequenceMatcher in Python to calculate the sim-
ilarity between two spans represented by a list of tokens. The ratio method
was used to calculate the similarity score of two input sequences, and the
similarity threshold was set to 0.5. The match reward was set to 2, the gap
penalty and the mismatch penalty were both set to −1.

6.2 Semantic Match

The downside of literal match is that it does not take semantic similarity into
consideration, which could be untapped by merely matching strings based
on character similarity. In order to utilize the semantic information in the
inputs while keeping the pipeline efficient, we need a system to not only cut
down the pool of candidate spans in the document, but also contextually
embed the spans and prediction spans to use better embeddings. Thus, we
proposed the pipeline shown in Figure 1.

In this pipeline, a span finder model would extract preliminary candi-
date spans for ranking. The pool of candidate should consists of meaningful
linguistic units, such as entities, phrases, and clauses. The other route is
similar to the one we used in the first experiment, where we extract the
event (frame) related infromation from FrameNet and prompt large lan-
guage models to predict spans from each role. The last step in the pipeline is
that we pair the predicted span with all the candidate spans and use a cross-
encoder model trained on evaluating the semantic similarity between texts
to predict the similarity within the pair. Then we use the ranking to extract
the top 1 candidate to make sure that the final output comes directly from
the document.

There are many pre-trained cross-encoder models available on
Hugginface, but most of them were trained on two datasets: MS MACRO
(Bajaj et al. 2016) and STSB (Cer et al. 2017). MS MACRO is a dataset curated
based on Bing user questions as queries paired with human written answers,
more importantly, each query also has about 10 passages retrieved by Bing
that are considered containing information relevant to the answer of the
query. Other than the positive examples for each query, the dataset also
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Figure 1: The pipeline used for semantic matching strategy

assigns negative examples to them, and a score from a BERTCAT Ensemble
model that can be used for knowledge-distillation training for other models
(Hofstätter et al. 2020) is also attached to the triplet.

STSB, on the other hand, is a much simpler dataset that is composed of
pairs of genre-diverse short sentences with human rated similarity scores
per pair. The sentences come from news headlines, and content captions.
Since the form of examples in STSB is closer to our data (span pairs), we
chose stsb-distilroberta-base, which is a distilled model based on
RoBERTa (Liu et al. 2019) and trained on STSB as the cross-encoder model
for the semantic matching.2

Cross encoder architecture is an effective design of scoring semantic sim-
ilarity between a query and a passage first introduced as an implementation
of BERT (Nogueira and Cho 2019). Essentially, cross-encoders are encoder-
only based transformers trained on examples where the query and the pas-
sage are concatenated with separator tokens and a [CLS] head was attached
to the sequence. The model with a single layer neural network which takes
the [CLS] vector as the input were trained on a bi-classification task based on
the passage’s relevancy to the query.

2 We conducted experiments on distilroberta-large, distilroberta-base, and
MiniLM-L6-v2 trained on MS MACRO but found that distilroberta-base was the
best one out of the three models. Since this observation was consistent, we do not report the
results in this paper.
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Figure 2: Model performance comparison across different matching strate-
gies

7. Experiments

We show the results from our experiments in two scopes, the comparison
between matching strategies and the comparison between our best model
and the previous results from the original FAMuS paper.

7.1 Comparison across matching strategies

The results of both tasks from three post-processing strategies (including no
post-processing) are shown in Figure 2.

The most significant trend in the results is that the recall of the outputs
seems to be astonishingly good compared to the precision, which also led to
an increase in the F1 scores. We believe that this phenomenon can be credited
to LLMs’ capability of understanding complex events at least at a modest
level. The possible reason for low precision is that the gold annotations in
FAMuS were crowdsourced on Amazon Mechanical Turk, and their instruc-
tions on the boundaries of annotated spans were not entirely clear, so it could
be that the annotators did not have a consensus on this issue, which leads to
the discrepancy between LLM predictions and human annotations, further
lowering the precision.

On top of that, few-shot and zero-shot prompting do not make a sig-
nificant difference for all three matching strategies. There is a consistent
marginal gain in all metrics, but it is hard to say if few-shot prompting merely
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Figure 3: Model performance across our best model and previous models for
FAMuS CDAE

helped LLMs to better understand the output format instead of the meaning
of each role of the event, which indicates that LLMs do not necessarily need
few-shot prompting to improve their event understanding.

Moreover, in comparison to other two matching strategies, semantic
matching brings significant boost to all ϕ3 scores, while the boosts in ϕα

scores are marginal, which further suggests that LLMs outputs can be uti-
lized in a carefully crafted pipeline, while literal match alone do not solve
the issue.

Thus, we believe that LLMs do not have human-level event understand-
ing, especially when information related to an event is scattered throughout
a complex document, but it is not entirely true that they are not effective
information extraction tools, and the zero-shot capability indicates that they
could be useful for preliminary event extraction.

7.2 Comparison to the previous results

From Figure 2 we can clearly see that Claude 3.5 Sonnet with temperature set
to 0.7 and prompted with few-shot prompting yield the best performances
across the board after its results being matched based on semantic similarity
through our cross-encoder model, which makes it our best model. Figure 3
shows the comparison between our best model and the previous results from
the original FAMuS paper.

There are four models from the original paper that are suitable for the
comparison. The first model is IterX (Chen et al. 2023), which introduced in
Section 1. In the original FAMuS paper, the authors used three types of inputs
to train and test IterX, based on the nature of the system, which only fills out
the event role template with a pool of candidate spans. The only comparable
one is the one that was trained on the gold annotation spans, spans extracted
by LOME FrameNet parser, and entity spans detected by NER module in
the Stanza library (Qi et al. 2020), since our cross-encoder model also select
candidate spans from the pool of spans generated by the same parser. The
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Longformer-QA is a Longformer model (Beltagy, Peters, and Cohan 2020)
trained on question-answer pairs. The questions consisted of the name of the
event (or frame in FrameNet’s vocabulary), the name of a role, and the event
trigger in the context, while the context being the document to be extracted.
It is the best model in the original paper. Last but not least, the two LLM
models were both few-shot prompted using the same method presented in
this paper.

For report-only EAE tasks, our best model is even inferior to ChatGPT
(GPT-3 turbo). This can be explained by the difference in the pool of can-
didate spans. Our best model essentially only select spans from the pool of
candidate spans generated from the LOME parser, which tend to differ from
how human annotate spans in the documents, while in the original paper
they only used models’ output directly with few-shot prompting, so it does
not necessarily suggest that the LLMs we used are inferior to ChatGPT in
terms of event understanding abilities. On the other hand, it’s clear that for
cross-document EAE tasks, our best model is on par with Longformer-QA for
most metrics and even surpasses it in terms of recall scores. We believe that
the LLMs strength in understanding longer context made a difference here.
Combining the results in these two tasks, since the models in the original
paper all have a hard time processing longer documents, it is unsure whether
LLMs simply understand events better, or whether the performance should
be solely credited to their ability to process longer documents better than
smaller models since their context lengths are much larger.

Overall, our results show interesting potentials in LLMs event extraction
abilities. Our system does not include any model fine-tuned to our dataset,
yet the performance still holds up to the best model in the original paper,
and even achieved the best performance for the cross-document EAE tasks.
We believe that it demonstrates LLMs’ capabilities of event understanding to
some extent, and the importance of combining post-processing with LLM’s
NLP capabilities to achieve better performance.
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8. Discussion and Conclusions

8.1 Summary

In conclusion, we conducted comprehensive experiments to test proprietary
large language models’ capability of event extraction from multiple sources.
We show that temperature does not significantly impact model’s perfor-
mance generally and even for powerful LLMs like Claude 3.5 Sonnet and
GPT-4o, accurate and truthful cross-document event extraction tasks still
pose challenges. We then used two post-processing methods to test whether
matching outputs from LLMs to actual spans in the documents can amelio-
rate the imprecision of the models when extracting information. The results
suggest that using semantic match greatly improve the overall performances
of LLMs, making zero-shot prompted LLMs even comparable to fine-tuned
models.

However, the precision of outputs from LLMs still left space for improve-
ment. Overall, LLMs achieve astonishing recall scores, suggesting that they
can extract enough information about the event, but much of it is redundant.
This phenomenon showcases that LLMs do not have human-level event
extraction ability because if they did, the precision should have been much
better, especially with few-shot prompting enabled, while the reality shows
otherwise. Moreover, even with post-processing with match strategies, the
precision scores are still lower than some of the fine-tuned small models,
and LLMs even performed worse than those models in report-only tasks,
which are much simpler than cross-document tasks. These findings indicate
that LLMs do not have human-level event understanding yet.

Thus, our results primarily answer the three questions we raised in
Section 1. Our conclusions are:r LLMs have the ability to understand complex events in long

documents where information related to a specific event is
scattered across the entire document. But their ability to
understand events is still significantly inferior to humans’.r LLMs only have modest ability to extract event arguments from
multiple sources accurately and truthfully. Their errors stem
from hallucination, incorrect copying, and plain
misunderstanding of complex events.r Extrinsic methods such as matching LLM predictions to
candidate spans in the document significantly increase the
performance of EAE tasks for LLMs. However, these methods
do not solve the underlying problem, that is, LLMs do not
necessarily have human-level understanding of events.

8.2 Limitations and Future work

There are certain limitations to this study that we want to point out. First,
since the documents are sourced from Wikipedia, the LLMs may have al-
ready trained on them in advance. Despite the fact that FAMuS came out
after the two models were trained and released, which means the data used
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Figure 4: Pipeline scheme of RAEE (Retrieval-Augmented Event Extraction)

for training these large language models does not include the FAMuS dataset
itself, the exposure would nevertheless pose questions on the rigidity of the
study in terms of whether it can evaluate large language models event un-
derstanding ability. However, since the LLMs exhibited stellar performance
on supposedly much harder benchmarks such as Big-Bench and MMLU, the
mediocre results from EAE tasks in our study shows that even when the
models were exposed to the documents during training, they still can not
have a clear and truthful understanding of the complex events presented in
those documents. So the exposure does not necessarily pose challenges to
our conclusions.

Another limitation is that we did not train our own cross-encoder. In fact,
we have tried using direct outputs to fine-tune a cross-encoder ourselves so
that we can further refine the LLM predictions with better semantic matching
precision. The paradigm can be shown in Figure 4 where we trained a Long-
former on a bi-classification task with an MLP module on direct LLM outputs
and human annotations3. So essentially, we treated direct LLM outputs as if
they had the correct event argument information but with minor alteration
in the wording. However, after trying out many hyperparameters in the MLP
module, we failed to train a single model that have better than guessing
results in this bi-classification task, proving that our premise of using LLM
outputs as spans that contain the "right message" is false. We believe that if
we have the budget to annotate on the LLM outputs to train the model, the
performance would be better than the out-of-shelf cross-encoder model, but
since the pipeline is dependent on three models, namely, the span-finding
model, the LLM, and the cross-encoder, we can not be sure which one would
turn out to be the bottleneck of the pipeline. Nevertheless, there is still room
for improvement in terms of cross-encoder model fine-tuning to fit the task
constraints better.

3 The code can be found in our Github repo.
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Appendix A: Prompts

The system prompt that we used is largely the same as the one used in the
original FAMuS paper:

You are a system that generates high quality role annotations of one
or two documents describing an event, based on given event roles.

The following inputs are given to you:
1. Event Type: A Frame name from the FrameNet ontology (eg: Hiring,

Arrest, etc.)
2. Event Definition: Definition of the event type along with an

optional example.
3. Event keywords: A span in the document that pinpoint the event.

There could be no keywords.
4. Roles: All roles (or participants) of the event type (or frame)

followed with its definition.
5. Report: A document that provides a description of the event,

usually shorter than the Source.
6. Source: (Optional) A document that potentially provides more

detail to the event presented in the Report.
You should output the exact text spans from either the Report (if

Source is None) or the Source (if both are present) for each
role in the order listed in the "roles" section.

Note that if a Source is present (not None), please only extract
roles from the Source with regard to the event described in the
Report.

If there are multiple candidates for one role, return the most
informative one, i.e. "March 1st" is more informative than
"Thursday", "Michael Jackson" is more informative than "the pop
star".

Then, use the exact spans you predicted that are not N/A to generate
a 1 - 2 sentence summary describing the event.

If there are multiple candidates for a span, please choose the most
informative one.

Please answer with the following format (the Role1 and Role2 are
placeholders):

"Role1: span1
Role2: span2
...
Summary: 1-2 sentence summary of the event"
Note that you can leave an N/A if you are not certain whether there

is any span representing the role in the document.

The templates we used for prompting are also similar to the last section
of the system prompt:

FEW_SHOT_PREFIX = """
Event type: {event_type},
Event definition: {event_definition}
Event keywords: {event_trigger}
Roles:
{roles}
Report: {report}
Source: {source},
Answer: {answers}
"""
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PROMPT_TEMPLATE = """
Event type: {event_type},
Event definition: {event_definition}
Event keywords: {event_trigger}
Roles:
{roles}
Report: {report}
Source: {source},
Answer:
"""

The event type, event definition, and the list of roles (including their defi-
nitions) would be retrieved from FrameNet using nltk’s FrameNet dataset,
and the event trigger, the report and the source (and answers if we were
using few-shot prompting) would be retrieved from the FAMuS dataset. For
Report-Only taksks, the source would be filled with None.
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